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Abstract
We show in detail how three one-body fluctuation profiles, namely the local compressibility, the
local thermal susceptibility, and the reduced density, can be obtained from a statistical
mechanical many-body description of classical particle-based systems. We present several
different and equivalent routes to the definition of each fluctuation profile, facilitating their
explicit numerical calculation in inhomogeneous equilibrium systems. This underlying
framework is used for the derivation of further properties such as hard wall contact theorems and
novel types of inhomogeneous one-body Ornstein–Zernike equations. The practical accessibility
of all three fluctuation profiles is exemplified by grand canonical Monte Carlo simulations that
we present for hard sphere, Gaussian core and Lennard–Jones fluids in confinement.

Keywords: classical density functional theory, liquid structure, Ornstein–Zernike relation,
statistical mechanics, grand canonical, Monte Carlo simulations

(Some figures may appear in colour only in the online journal)

1. Introduction

The description of inhomogeneous soft matter is an import-
ant and challenging task both from a theoretical perspective
as well as in practical applications arising throughout phys-
ics, chemistry and biology. Many naturally occurring phe-
nomena such as for instance water-repelling plant surfaces
[1], the organization of cells and membranes [2] and pro-
tein interactions [3] are attributed to be largely influenced by
microscopic mechanical effects that occur upon immersion
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into a liquid, most commonly water. Some of the underly-
ing principles, e.g. that of hydrophobicity, are even deemed
a necessity for the emergence of living matter [4]. Likewise,
these phenomena can be transferred to technological purposes,
as was done e.g. in the design of self-cleaning materials [5, 6]
or in the construction of specialized nanostructures [7].

It is apparent that a bulk description is insufficient in situ-
ations where the behavior of a fluid is determined by an
inhomogeneous external environment, e.g. due to being in con-
tact with a substrate or by confinement in cavities or pores
[8–10]. Instead, to properly understand many of the above
mentioned phenomena occurring in nature, but also to be able
to tailor the behavior of soft matter for technological applica-
tions, a framework that accounts for microscopic spatial cor-
relations imposed by an external potential landscape is needed.

From the viewpoint of statistical mechanics, molecular
computer simulations [11] as well as density functional the-
ory (DFT) [12, 13] are popular and powerful tools to reveal the
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structure of soft matter. DFT is based on a minimization prin-
ciple of the grand canonical potentialΩ[ρ], which is expressed
universally and in principle exactly as a functional of the spa-
tially resolved one-body density profile ρ(r). Functional min-
imization of Ω[ρ] with respect to ρ(r), carried out at fixed
chemical potential µ, temperature T, and external potential,
then yields the physical equilibrium density profile. Thus, ρ(r)
is alleviated from a mere observable to a central quantity that
contains, via the connection to the grand potentialΩ[ρ], all rel-
evant thermodynamic information.

Given this situation, it is perhaps all the more surprising
that, in recent years, not only the density profile ρ(r) was con-
sidered in many of the fundamental phenomena mentioned
above. Instead, when solvophobic effects dominate the beha-
vior of fluids, the local compressibility χµ(r) = ∂ρ(r)/∂µ
has been shown to uncover much more information about
structural correlations than the density profile alone [14–23].
Solvophobicity, also called hydrophobicity if the solute is
water, thereby refers to the tendency of a liquid phase to avoid
contact with a substrate or solute. This effect can occur over
a broad range of length scales, from the solvation of single
molecules to density depletion at macroscopic interfaces [9].

Given the simple definition of the local compressibility as a
parametric derivative of the density profile with respect to the
chemical potential, it is clear that χµ(r) is easily accessible
in DFT calculations, and that it also can be obtained straight-
forwardly from molecular simulation. Recently, further devel-
opments that go beyond the density profile as the primary
means of characterizing inhomogeneous fluids have emerged.
Notable examples are the use of force density profiles within
smart sampling techniques for molecular simulations [24–27],
or reformulations of DFT to better account for two-body
correlations [28–31].

Despite the demonstration of its practical relevance, the
definition of χµ(r) is somewhat ad hoc. The question arises
whether the observation of χµ(r) being a better indicator of
solvophobicity than ρ(r) is merely relevant in specific situ-
ations, or whether it points to amore general theoretical frame-
work. Indeed, it has been shown by Evans and Wilding that
the local compressibility is a suitable and rigorous quantifica-
tion of localized fluctuations of the particle number [15]. Thus,
when these local fluctuations govern the behavior of inhomo-
geneous fluids—as was shown to be the case for the multitude
of processes related to hydrophobicity [32]—the local com-
pressibility enables a thorough study of the resulting physical
effects.

Based on the above findings and the apparent importance
of χµ(r), one could still ask whether there are different types
of density fluctuations that may be captured by additional
one-body fluctuation fields, and whether a more fundamental
mathematical framework than the mere chemical potential
derivative of the density profile can be found. In previous
work, we proposed to complement the local compressibility
by two additional observables such that a full set of fluctu-
ation profiles is obtained, which reveals even more insight
into the nature of local fluctuations [33]. For the grand canon-
ical ensemble, those additional one-body profiles are the local
thermal susceptibility χT(r) and the reduced density χ⋆(r).

Coe et al [21] have investigated the properties of these
fluctuation profiles for critical drying based on DFT and on
a mesoscopic treatment. The authors concluded that for state
points in the critical drying regime, all three measures, when
scaled by their respective bulk values, show very similar beha-
vior and the ratio χT(z)/χµ(z) is constant when the distance z
from the substrate is chosen to be in the gas–liquid interfacial
region. Such behavior can be expected, based on general scal-
ing arguments of surface thermodynamics [21]. Furthermore,
addressing the microscopic behavior of electrolytes, Cats and
van Roij [34] argue that the differential capacitance is a probe
for the electric double layer structure and the bulk compos-
ition of an electrolyte. Inspired by [33], they formulated an
expression for the differential capacitance by correlating the
local density with the global charge in the system. Given the
significance of the fluctuation profiles in these previous works,
we return to fundamentals and show in detail how the three
fluctuation profiles can be obtained systematically and con-
sistently from a many-body description of inhomogeneous
equilibrium systems.

This paper is organized as follows. Starting from statistical
mechanics, as laid out in section 2.1, we derive functional gen-
erator expressions in section 2.2, which give fluctuation meas-
ures as response functions to variation of the external potential
Vext(r). Via a rewriting of derivatives, these expressions can
be reformulated as in practice more easily accessible paramet-
ric derivatives with respect to the thermodynamic variables.
In section 2.3, we demonstrate that microscopic covariance
forms exist for all three fluctuation profiles, which constitutes a
further method for their numerical computation. In section 2.4,
one-body Orstein–Zernike equations for χµ(r) and χT(r) are
derived. The fluctuation profiles are described for the hard
sphere model in section 2.5 and hard wall contact theorems
are given in section 2.6. While our derivations are formulated
in a grand canonical setting, we explicitly point out differences
that occur when using the canonical ensemble in section 2.7.

Based on grand canonical Monte Carlo (GCMC) simula-
tions as described in section 3, we consider several stand-
ard situations using different interparticle interaction poten-
tials, including hard spheres in section 3.2, and Lennard–
Jones particles and the Gaussian core model in section 3.3.
The behaviour of the fluctuation profiles is studied primarily
near substrates, where we observe markedly different beha-
vior depending on both the particle and substrate type. The
effects of changing the thermodynamic state point are con-
sidered, which reveals characteristic behaviour of the fluctu-
ation profiles as a means to probe and predict emerging phase
transitions. Lastly, we demonstrate the numerical calculation
of fluctuation profiles for different ensembles in section 3.4
and conclude in section 4.

2. Statistical mechanics of fluctuation profiles

2.1. Grand ensemble

We base our derivations of identities and properties of fluctu-
ation profiles on the grand canonical ensemble (cf section 2.7
for a generalization to the canonical ensemble). In the follow-
ing, first our notation is introduced.
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We consider systems of N particles described by the
Hamiltonian

H
(
rN,pN

)
=

N∑
i=1

p2
i

2m
+ u(rN)+

N∑
i=1

Vext(ri), (1)

with mass m, particle coordinates rN ≡ {r1, . . . ,rN}, and
momenta pN ≡ {p1, . . . ,pN} in D spatial dimensions. The
particles interact both via an interparticle potential u(rN) and
with an external potential Vext(r), where r is a generic posi-
tion variable. In equilibrium, the grand canonical probability
distribution function attains the Boltzmann form

Ψ
(
rN,pN

)
=

e−β(H−µN)

Ξ
. (2)

Here, Ξ denotes the grand partition sum given by Ξ =
Tre−β(H−µN) where β = 1/(kBT) with Boltzmann’s constant
kB, temperature T and chemical potential µ. The grand canon-
ical trace is defined as

Tr ·=
∞∑
N=0

1
N!hDN

ˆ
drN
ˆ

dpN · (3)

and it represents the sum of all particle numbers N and phase
space integral over all particle positions and momenta; h
denotes Planck’s constant. The grand canonical average of a
phase space function A

(
rN,pN

)
is defined as

⟨A⟩= TrAΨ. (4)

The appropriate thermodynamic potential is the grand
potentialΩ=−kBT lnΞ, which is related to the internal energy
U, entropy S and average number of particles ⟨N⟩ via

Ω= U−TS−µ⟨N⟩ . (5)

Parametric differentiation of Ω with respect to its natural ther-
modynamic variables yields

∂Ω

∂T

∣∣∣∣
µ

= −S, ∂Ω

∂µ

∣∣∣∣
T

=−⟨N⟩ . (6)

Note that due to equation (6), the decomposition (5) of the
grand potential possesses the structure of a Legendre trans-
form. The state of a grand canonical system is specified by the
values of the variables T, µ and V. Since we consider the pres-
ence of a general external potential, we can express any finite
system by including hard walls in Vext(r). Thus, we keep the
volume V fixed, without loss of generality, and omit the vari-
able V in the following.

2.2. Functional and parametric derivatives

We first show that one-body fluctuation profiles can be gen-
erated systematically as functional derivatives of appropriate
global objects with respect to the external potential Vext(r).
Additionally, it is demonstrated that the resulting fields can be
obtained equivalently from parametric derivatives of the dens-
ity profile with respect to thermodynamic variables.

We first recall the well-known relation [12]

δΩ

δVext(r)

∣∣∣∣
T,µ

= ρ(r), (7)

which expresses that the density profile ρ(r)≡〈∑N
i=1 δ(ri− r)

〉
is generated as a response function of the

grand potential Ω upon changing Vext(r). Using the decom-
position (5) of the grand potential into U, S and ⟨N⟩, we take
the functional derivative on the left hand side of equation (7)
separately for each term,

ρ(r) =
δU

δVext(r)

∣∣∣∣
T,µ

−T
δS

δVext(r)

∣∣∣∣
T,µ

−µ
δ ⟨N⟩

δVext(r)

∣∣∣∣
T,µ

. (8)

As before we have made explicit in the notation that the func-
tional derivative is evaluated at constant thermodynamic state
point T,µ. Equation (8) is a fundamental relation that we take
as motivation to naturally consider the three terms on the right
hand side separately.

We first focus on the last two terms on the right hand side of
equation (8) in order to reformulate the functional derivatives
of S and ⟨N⟩ as parametric derivatives of the density profile.
In the latter case, this is achieved by recalling ⟨N⟩=−∂Ω/∂µ
from relation (6), which is inserted into the functional deriv-
ative δ⟨N⟩/δVext(r). Then, we perform an exchange of func-
tional and parametric derivative, thereby paying attention to
the variables that are kept fixed. After this exchange, the dens-
ity profile can be identified due to equation (7) and one obtains
the identity

δ ⟨N⟩
δVext(r)

∣∣∣∣
T,µ

=− δ

δVext(r)

∣∣∣∣
T,µ

∂Ω

∂µ

∣∣∣∣
T

=− ∂

∂µ

∣∣∣∣
T

δΩ

δVext(r)

∣∣∣∣
T,µ

=− ∂ρ(r)
∂µ

∣∣∣∣
T

.

(9)

Here, the external potential is kept fixed when evaluating the
parametric derivative. We can identify from equation (9) the
local compressibility

χµ(r)≡− δ ⟨N⟩
δVext(r)

∣∣∣∣
T,µ

(10)

=
∂ρ(r)
∂µ

∣∣∣∣
T

, (11)

as a first fluctuation profile, which has been introduced by
Evans and Stewart [14] in the parametric derivative form (11).
The above derivation reveals that χµ(r) can be defined equi-
valently as a functional generator expression of the average
number of particles ⟨N⟩with respect to changes in the external
potential [15, 33].

For the functional derivative of the entropic term in
equation (8), analogous reasoning as in equation (9) leads to

δS
δVext(r)

∣∣∣∣
T,µ

=− δ

δVext(r)

∣∣∣∣
T,µ

∂Ω

∂T

∣∣∣∣
µ

=− ∂

∂T

∣∣∣∣
µ

δΩ

δVext(r)

∣∣∣∣
T,µ

=− ∂ρ(r)
∂T

∣∣∣∣
µ

.

(12)

3
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Therefore, a second fluctuation profile emerges from
equation (12), which we define [33] as the local thermal sus-
ceptibility

χT(r)≡− δS
δVext(r)

∣∣∣∣
T,µ

(13)

=
∂ρ(r)
∂T

∣∣∣∣
µ

. (14)

Formally, χT(r) possesses an analogous structure to χµ(r), as
it can be acquired either from a functional generator expres-
sion with respect to variation of Vext(r), or alternatively as a
parametric derivative of ρ(r).

We define the remaining first term of the right hand side of
equation (8) as the reduced density profile:

χ⋆(r)≡
δU

δVext(r)

∣∣∣∣
T,µ

. (15)

In contrast to the availability of S or ⟨N⟩ as a derivative of
the grand potential, cf equation (6), the internal energy U pos-
sesses no such form. Therefore, also no reformulation into a
single parametric derivative of the density profile exists for
χ⋆(r). However, by rearranging equation (8) and inserting
the functional generator definitions in equations (10), (13)
and (15), we can express the reduced density as

χ⋆(r) = ρ(r)−TχT(r)−µχµ(r). (16)

We recall that χµ(r) and χT(r) can be formulated equivalently
as parametric derivatives of ρ(r), cf equations (11) and (14);
thus the reduced density profile can be obtained without the
need of explicitly evaluating the functional derivative (15).
Additionally, equation (16) possesses for fixed position r the
structure of a local Legendre transform

χ⋆(r) = ρ(r)−T
∂ρ(r)
∂T

∣∣∣∣
µ

−µ
∂ρ(r)
∂µ

∣∣∣∣
T

. (17)

This is analogous to the global Legendre structure of the grand
potential

U=Ω−T
∂Ω

∂T

∣∣∣∣
µ

−µ
∂Ω

∂µ

∣∣∣∣
T

, (18)

resulting from inserting equation (6) into equation (5).
As a summary, starting from equation (8), we have obtained

the local compressibility χµ(r), the local thermal susceptibil-
ity χT(r) and the reduced density χ⋆(r), which constitute a set
of fluctuation profiles in the grand canonical ensemble. The
local compressibility χµ(r) as given via its parametric deriv-
ative form in equation (11) has been studied extensively in
[15–20]. The authors of these works conclude that χµ(r) is
a better measure of drying than is ρ(r). In the case of drying,
the local density of a liquid adsorbed against a solvophobic
wall falls below the fluid bulk density even all the way down
to the vapour density. This vapour layer in front of the wall
induces particularly large localized fluctuations in the number

of particles, which are captured by χµ(r) due to equation (11).
The above derivation shows that additional fluctuation pro-
files χT(r) and χ⋆(r) exist, which correspond to entropic and
energetic fluctuations, cf equations (13) and (15) respectively.
By providing means to capture those fluctuations, the local
thermal susceptibility χT(r) and the reduced density χ⋆(r)
therefore complement χµ(r) in a way that promises to aid the
analysis of fluctuations in inhomogeneous fluids, see [21, 22]
for an in-depth analysis for the case of critical drying.

For completeness, the bulk counterparts of χµ(r) and χT(r)
are defined by replacing the one-body density ρ(r) with the
bulk density ρb = ⟨N⟩/V in the parametric derivative defin-
itions (11) and (14), i.e. χbµ = ∂ρb/∂µ and χbT = ∂ρb/∂T.
Using equation (6),

χbµ =
1
V

∂⟨N⟩
∂µ

∣∣∣∣
V,T

=− 1
V

∂2Ω

∂µ2

∣∣∣∣
V,T

> 0, (19)

where the inequality follows due to Ω(µ) being a concave
function. Hence, χbµ is always positive even when interparticle
interactions are present. In contrast to the bulk value of the
chemical susceptibility being positive, this property does not
hold locally for χµ(r), as will be shown in the simulation res-
ults in section 3.

The bulk thermal susceptibility χbT can be positive as well
as negative since it is the off-diagonal element ∂2Ω/(∂µ∂T) of
the Hessian matrix of Ω. Hence, χT(r), the localized counter-
part to χbT, can also take on positive as well as negative values.

2.3. Correlator expressions

Expressing χµ(r) and χT(r) via equations (11) and (14) as
parametric derivatives of ρ(r) already provides an intuitive
interpretation of these functions as a local response of the
density profile to changes in µ and T, respectively. Unlike the
functional generator expressions, parametric derivatives are
easily accessible in simulations, albeit still needing multiple
runs carried out at neighboring state points with different val-
ues of µ or T or relying on histogrammethods. Especially near
phase coexistence, small shifts of the thermodynamic state
point can induce large responses in ρ(r) [14, 15], which makes
the finite differences difficult to evaluate accurately. In the fol-
lowing, an alternative method for the derivation of fluctuation
profiles is presented, which avoids the evaluation of paramet-
ric derivatives and reveals the accessibility ofχµ(r),χT(r) and
χ⋆(r) at fixed thermodynamic parameters µ and T.

The basis of the reasoning is the analytical evaluation of
the functional derivatives in equation (8). This is possible in
equilibrium, as the grand canonical probability distribution
function Ψ is known for a system described by a Hamiltonian
H, cf the familiar Boltzmann form (2) of Ψ. We show in
the following that functional differentiation then yields exact
microscopic expressions for χµ(r) [15], χT(r) and χ⋆(r),
which contain covariances of the density operator ρ̂(r) =∑N

i=1 δ(ri− r) with N and H. The covariance of two phase
space functions A

(
rN,pN

)
and B

(
rN,pN

)
is thereby defined

as

cov(A,B)≡ ⟨AB⟩− ⟨A⟩⟨B⟩ , (20)

4
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where we recall the definition of the grand ensemble aver-
age (4) as indicated by the angular brackets.

To evaluate the functional generator expressions given in
equations (10), (13) and (15), we need to differentiate ⟨N⟩, S
andU functionally with respect to Vext(r). Thereby, functional
derivatives ofH,Ξ andΨ are required in turn.We present these
in detail in appendix A.

We start with the response of the average number of
particles ⟨N⟩= TrNΨ with respect to changes in the external
potential according to equation (10) and obtain

δ ⟨N⟩
δVext(r)

∣∣∣∣
T,µ

= TrN
δΨ

δVext(r)

∣∣∣∣
T,µ

(21)

=−βTrN [ρ̂(r)− ρ(r)]Ψ (22)

=−β [⟨Nρ̂(r)⟩− ⟨N⟩ρ(r)] (23)

=−β cov(N, ρ̂(r)) . (24)

For the derivation of δΨ/δVext(r) =−β [ρ̂(r)− ρ(r)]Ψ, see
equation (A3) in appendix A. The density profile ρ(r) in
equation (22) can be taken out of the average, which yields
equation (24) after identification of the covariance. As the left
hand side of equation (21) is the negative functional generator
expression (10) of the local compressibility χµ(r) we obtain
the identity [15, 17]

χµ(r) = β cov(N, ρ̂(r)) . (25)

It is striking that the total number of particles N appears in
the covariance, despite χµ(r) being a localized (one-body)
quantity. From inspecting equation (24), we observe a gen-
eral mechanism: if an operator A is not explicitly depend-
ent on Vext(r), e.g. A=N, then the functional derivative
δ⟨A⟩/δVext(r)|T,µ yields −β cov(A, ρ̂(r)).

We turn to the first term of the right hand side of
equation (8) and hence consider the response of U= ⟨H⟩=
TrHΨ to changes in Vext(r). Clearly, the Hamiltonian (1)
has an explicit dependence on Vext(r). Therefore, unlike in
equation (25), additional terms besides the covariance of H
and −βρ̂(r) are expected to occur. Using the product rule of
differentiation, we evaluate

δ ⟨H⟩
δVext(r)

∣∣∣∣
T,µ

= Tr
δH

δVext(r)

∣∣∣∣
T,µ

Ψ +TrH
δΨ

δVext(r)

∣∣∣∣
T,µ

(26)

= Trρ̂(r)Ψ −βTrH [ρ̂(r)− ρ(r)]Ψ (27)

= ρ(r)−β cov(H, ρ̂(r)) . (28)

For the derivation of δH/δVext(r) = ρ̂(r), we refer the
reader to equation (A1) in appendix A. Besides the energy-
density covariance, an additional ρ(r) contribution emerges
in equation (28), which is the ‘direct response’ of H upon

changes in Vext(r). We recall the definition (15) of χ⋆(r) and
find from equation (28) the covariance form of the reduced
density profile

χ⋆(r) = ρ(r)−β cov(H, ρ̂(r)) . (29)

We next evaluate the response of the entropy S with respect
to changes in Vext(r) to derive the covariance form of the local
thermal susceptibility χT(r). The entropy operator is defined
[35] as

Ŝ=−kB lnΨ, (30)

and the total entropy then follows from S= ⟨Ŝ⟩=
−kBTrΨ lnΨ. In contrast to the particle number or the
Hamiltonian, Ŝ depends explicitly on the many-body dis-
tribution function Ψ as given in equation (2).

Functional differentiation of S with respect to Vext(r) then
leads to

δ⟨Ŝ⟩
δVext(r)

∣∣∣∣∣
T,µ

=−kBTr
δΨ lnΨ
δVext(r)

∣∣∣∣
T,µ

(31)

=−kBTr(1+ lnΨ)
δΨ

δVext(r)

∣∣∣∣
T,µ

(32)

= βkBTr(1+ lnΨ)(ρ̂(r)− ρ(r))Ψ (33)

=−βTr
(
Ŝρ̂(r)− Sρ(r)

)
Ψ (34)

=−β cov
(
Ŝ, ρ̂(r)

)
. (35)

The product rule has been used to obtain equation (32) and the
functional derivative δΨ/δVext(r) =−β [ρ̂(r)− ρ(r)]Ψ has
been evaluated in equation (A3). This yields equation (33),
where one can successively identify the entropy operator (30)
and the covariance (20) to obtain equation (35). Comparison
with the functional generator expression (13) for χT(r) estab-
lishes

χT(r) = β cov
(
Ŝ, ρ̂(r)

)
. (36)

Due to equation (36), χT(r) can be interpreted as a residual
entropy, and it is related to the entropy densities introduced in
[36, 37].

While equation (36) constitutes a successful rewriting of
χT(r) into a covariance form, its practical use is not fully
revealed yet. This is due to the fact that Ŝ cannot be obtained
straightforwardly from molecular simulations as it depends
explicitly on the partition function, cf equation (30). However,
one can express equation (36) via more easily accessible
quantities as follows.

We insert the definition (30) of the entropy operator into
equation (36) which yields

5
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cov
(
Ŝ, ρ̂(r)

)
=−kB cov(lnΨ, ρ̂(r)) (37)

= kB cov(β(H−µN)+ lnΞ, ρ̂(r)) (38)

=
1
T
cov(H, ρ̂(r))− µ

T
cov(N, ρ̂(r)) , (39)

where the Boltzmann form (2) of Ψ has been used in
equation (37). As lnΞ =−βΩ is a constant with respect to the
phase space variables, its covariance with ρ̂(r) has vanished in
equation (39), and one arrives at

χT(r) =
1

kBT2
cov(H, ρ̂(r))− µ

kBT2
cov(N, ρ̂(r)) . (40)

Equation (40) only contains covariances of the density oper-
ator with H and N respectively. Contrary to equation (36),
these covariances can be sampled in a standard manner in
GCMC simulations without the need for methods such as ther-
modynamic integration [11, 38].

Hence, practically useful covariance forms of χµ(r), χT(r)
and χ⋆(r) as given in equations (25), (29) and (40) enable
the sampling of all three fluctuation profiles directly within
a GCMC simulation at fixed thermodynamic state point. This
method is applied in section 3, where the fluctuation profiles
of prototypical fluid models in confinement are investigated
within GCMC simulations.

2.4. Fluctuation Ornstein–Zernike relations

The standard inhomogeneous two-body Ornstein–Zernike
(OZ) relation is an integral equation that connects the pair cor-
relation function h(r1,r2) with the direct correlation function
c2(r1,r2) and the density profile as follows [13, 39] (for a ped-
agogical introduction, see e.g. [40])

h(r1,r2) = c2(r1,r2)+
ˆ

dr ′ ρ(r ′)c2(r1,r ′)h(r ′,r2). (41)

We show that analogous integral equations can be derived for
the fluctuation profilesχµ(r) andχT(r) and that these relations
are of simpler, one-body nature. Due to their resemblance to
the original OZ equation (41), wewill also refer to the resulting
integral equations forχµ(r) andχT(r) as fluctuationOrnstein–
Zernike equations.

We proceed similar to the concepts of [41, 42] and start with
the fundamental minimization principle of the grand potential
Ω[ρ], which is expressed as a functional of a (trial) density pro-
file ρ(r) that attains its minimum at the physical equilibrium
density profile,

δΩ[ρ]

δρ(r)
= 0, (min). (42)

The grand potential is composed of ideal and excess intrinsic
free energy functionals, Fid[ρ] and Fexc[ρ] respectively, as well
as of external contributions [12],

Ω[ρ] = Fid[ρ] +Fexc[ρ] +

ˆ
dr ′ (Vext(r ′)−µ)ρ(r ′). (43)

Explicit evaluation of the functional derivative in (42) after
insertion of equation (43) yields (upon exchanging the left and
right hand sides)

0= kBT ln(Λ
Dρ(r))+

δFexc[ρ]

δρ(r)
+Vext(r)−µ, (44)

which is the standard Euler–Lagrange equation of DFT. We
have used the exact expression for the ideal gas free energy
functional Fid[ρ] = kBT

´
drρ(r)

(
ln(ΛDρ(r))− 1

)
with the

thermal wavelength Λ = h/
√
2πmkBT and can identify the

second term on the right hand side of equation (44) as a contri-
bution proportional to the one-body direct correlation function
c1(r) =−βδFexc[ρ]/δρ(r) [13].

We now differentiate both sides of equation (44) with
respect to µ upon keeping T and Vext(r) fixed. This amounts to
the physical situation of isothermally changing µ in the given
system,

0=
∂

∂µ

∣∣∣∣
T

(
kBT ln(Λ

Dρ(r))+
δFexc[ρ]

δρ(r)
+Vext(r)−µ

)
(45)

=
kBT
ρ(r)

∂ρ(r)
∂µ

∣∣∣∣
T

+

ˆ
dr ′

δ2Fexc[ρ]

δρ(r)δρ(r ′)
∂ρ(r ′)
∂µ

∣∣∣∣
T

− 1

(46)

=
kBT
ρ(r)

χµ(r)− kBT
ˆ

dr ′ c2(r,r ′)χµ(r ′)− 1. (47)

The functional chain rule has been applied to obtain the second
term in equation (46) and χµ(r) is identified in equation (47)
via its parametric derivative definition (11). Furthermore,
c2(r,r ′) =−βδ2Fexc/δρ(r)δρ(r ′) denotes the two-body dir-
ect correlation function [13].

Multiplying equation (47) by βρ(r) then yields a one-body
Ornstein–Zernike relation for the local compressibility

χµ(r) = ρ(r)
ˆ

dr ′ c2(r,r ′)χµ(r ′)+βρ(r). (48)

To obtain a similar equation forχT(r), the parametric deriv-
ative of the Euler–Lagrange equation (44) with respect to T is
calculated, which yields

0=
∂

∂T

∣∣∣∣
µ

(
kBT ln(Λ

Dρ(r))+
δFexc[ρ]

δρ(r)
+Vext(r)−µ

)
(49)

= kB

(
ln(ΛDρ(r))+ T

χT(r)
ρ(r)

− D
2

)
− kBT

(
∂c1(r)
∂T

+
c1(r)
T

+

ˆ
dr ′ c2(r,r ′)χT(r ′)

)
.

(50)

The derivatives of Vext(r) and µ with respect to T vanish,
since neither Vext(r) nor µ depend on T. The dependence
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of δFexc[ρ]/δρ(r) =−kBTc1(r) on T results in the second
line of equation (50). The spatial integral over c2(r,r ′) and
χT(r ′) emerges again from the functional chain rule similar
to equation (46). Additionally, the thermal wavelength Λ con-
tains an explicit dependence on T, such that

T
∂ΛD

∂T

∣∣∣∣
µ

=−D
2
ΛD, (51)

which is considered in the differentiation of ln(ΛDρ(r)) in
equation (49) to obtain the kinetic contributions (propor-
tional to D/2) to χT(r). For the convention of the thermal
wavelength set to the particle diameter Λ = σ, all of the fol-
lowing equations still apply, but with D set to zero. Taking
the temperature dependence of Λ into account explicitly also
leads to a transformation of the chemical potential µ, which is
further illustrated in appendix B.

Multiplying both sides of equation (50) with βρ(r) and
rearranging terms results in an Ornstein–Zernike relation for
the local thermal susceptibility

χT(r) = ρ(r)
[
∂c1(r)
∂T

+
c1(r)
T

+

ˆ
dr ′ c2(r,r ′)χT(r ′)

+
1
T

(
D
2
− ln(ΛDρ(r))

)]
.

(52)

The fluctuation OZ equations (48) and (52) can be sim-
plified further by performing a splitting of χµ(r) and χT(r)
into ideal (superscript id) and excess (superscript exc) con-
tributions. Details of an analysis of the local compressibility
and local thermal susceptibility for the ideal gas are given in
appendix C. The results are

χid
µ = βρ(r), (53)

χid
T =

1
T

(
D
2
− ln(ΛDρ(r))

)
ρ(r). (54)

For an interacting system, the excess parts of χµ(r) and χT(r)
are defined by evaluating equations (53) and (54) at the equi-
librium density profile ρ(r) of the interacting system and con-
sidering the difference to the full fluctuation profiles, i.e.

χexc
µ (r)≡ χµ(r)−χid

µ(r) = χµ(r)−βρ(r), (55)

χexc
T (r)≡ χT(r)−χid

T (r)

= χT(r)−
1
T

(
D
2
− ln(ΛDρ(r))

)
ρ(r). (56)

One recognizes that this splitting appears naturally in the
fluctuation OZ equations (48) and (52), which can hence be
rewritten succinctly as

χexc
µ (r) = ρ(r)

ˆ
dr ′ c2(r,r ′)χµ(r ′), (57)

χexc
T (r) = ρ(r)

[
∂c1(r)
∂T

+
c1(r)
T

+

ˆ
dr ′ c2(r,r ′)χT(r ′)

]
.

(58)

2.5. Hard sphere fluctuation profiles

For model fluids consisting of hard spheres, further simpli-
fications arise. We start with the fluctuation Ornstein–Zernike
equation (52), which simplifies for hard spheres to

χHS
T (r) = ρ(r)

(
c1(r)
T

+

ˆ
dr ′ c2(r,r ′)χT(r ′)

)
, (59)

since ∂c1(r)/∂T= 0 holds in this case.
Furthermore, as the internal interaction potential vanishes

for all allowed microstates in the case of hard sphere interac-
tions, i.e. u(rN) = 0 in equation (1), the correlator expression
for the local compressibility (40) reduces to

TχT(r)

= cov

(
β

N∑
i=1

(
p2
i

2m
+Vext(ri)

)
, ρ̂(r)

)
−µχµ(r)

(60)

=

(
D
2
kBT−µ

)
χµ(r)+ cov

(
β

N∑
i=1

Vext(ri), ρ̂(r)

)
(61)

=

(
D
2
kBT−µ

)
χµ(r)+β

ˆ
dr ′H2(r,r ′)Vext(r ′). (62)

The equipartition theorem has been used for the evalu-
ation of the kinetic energy part in equation (60). Despite
the local fluctuations being one-body fields, equation (62)
reveals explicitly that they also hold information about many-
body correlation effects in interacting systems. The two-
body density-density covariance H2(r,r ′) = cov(ρ̂(r), ρ̂(r ′))
mediates non-local effects of the external potential, which are
hence also captured in χT(r).

For the case of a bulk system, i.e. for vanishing external
potential Vext(r) = 0, or in systems with only hard walls, we
find

χT(r)
χµ(r)

=
D
2
kB−

µ

T
(63)

by rearrangement of equation (62), which makes the ratio of
thermal and chemical fluctuations a constant, independent of
position.

Equation (63) can be considered to be a contact the-
orem, as it (trivially) relates the contact value of fluctu-
ation profiles at the hard wall to bulk quantities of the fluid.
In the following section, a more general contact theorem
for χT(r) is derived that holds for arbitrary particle interac-
tions, and which reduces to equation (63) in the case of hard
spheres.

7
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2.6. Fluctuation hard wall contact theorems

Evans and Stewart [14] derived the following contact theorem
for the local compressibility,

χµ(0
+) = βρ(∞), (64)

for a planar geometry with distance x from the hard wall and
x→∞ for the bulk fluid. Following their derivation, we show
that a contact theorem can be formulated for the local thermal
susceptibility, which establishes connections to the internal
energy of the system.

To derive the contact value of χT(r), we differentiate the
well-known contact theorem of the density [30],

ρ(0+) = βp(µ,T), (65)

with respect to temperature, which yields

χT(0
+) = β

(
∂p(µ,T)

∂T
− p(µ,T)

T

)
. (66)

Here p(µ,T) indicates the bulk pressure. Substituting the
Gibbs–Duhem equation

0= SdT−Vdp+ ⟨N⟩dµ, (67)

in the first term on the right hand side of equation (66) and
Ω=−pV into the second term results in

χT(0
+) =

TS+Ω

VkBT2
(68)

=
⟨H⟩−µ⟨N⟩
VkBT2

, (69)

from which we obtain

χT(0
+) =

⟨H⟩
VkBT2

− µρ(∞)

kBT2
. (70)

Equation (70) therefore connects at given T and µ the contact
value of the thermal susceptibility to the mean bulk internal
energy per volume, ⟨H⟩/V, and to the bulk density ρ(∞).

Using a splitting of χT(r), we can show that the the-
orem (70) holds separately for the relevant contributions.
To perform the splitting of χT(r), we recall its covariance
form (40) and insert the Hamiltonian (1), which consists
of internal, external and kinetic contributions. For the local
thermal susceptibility, this decomposition yields

χT(r) =
1

kBT2
cov
(
u(rN), ρ̂(r)

)
+

1
kBT2

cov

(
N∑
i=1

Vext(ri), ρ̂(r)

)

+
kBD
2

χµ(r)−
µ

T
χµ(r),

(71)

where the kinetic term has been evaluated with the equiparti-
tion theorem,

cov

(
N∑
i=1

p2
i

2m
, ρ̂(r)

)
=
kBTD
2

cov(N, ρ̂(r))

=
(kBT)2D

2
χµ(r).

(72)

When Vext(r) is a hard wall potential, the second term on
the right hand side of equation (71) vanishes since Vext(r) = 0
for all allowed particle positions. Then, for the contact loca-
tion, equation (71) can be evaluated by inserting equations (64)
and (70). A rearrangement yields

χT,int(0
+) =

cov
(
u(rN), ρ̂(0+)

)
kBT2

=
⟨u(rN)⟩
VkBT2

, (73)

which constitutes a separate contact theorem for the part of
χT(r) that is generated only by the internal interaction u(rN)
of the particles and that we hence indicate as χT,int(r).

As the thermodynamic relations only hold in the thermody-
namic limit, one expects that the above contact theorems are
not satisfied in small systems, but converge in simulations for
large box sizes, where effects of the wall become negligible
for the bulk fluid. A numerical analysis and validation of the
contact theorems is shown in section 3.3.

2.7. Canonical ensemble

Throughout the previous sections, the grand canonical
ensemble has been used to define and investigate fluctuation
profiles. In the following, we show that suitable fluctuation
profiles can be derived for the canonical ensemble, where
we take as a starting point the Helmholtz free energy FN =
UN−TSN as the relevant thermodynamic potential. All relev-
ant canonical quantities are denoted by a subscript N.

We follow a route similar to that taken in section 2.2
and consider the functional derivative of FN (instead of the
grand potential Ω considered in section 2.2) with respect to
the external potential Vext(r). This leads to the fundamental
splitting

δFN
δVext(r)

=
δUN

δVext(r)
−T

δSN
δVext(r)

, (74)

analogous to equation (8), as the basis for the derivation of
canonical fluctuation profiles.

The functional derivatives are evaluated as in section 2.2,
but using the canonical trace and probability distribution. This
results in the canonical covariance expressions

δUN

δVext(r)
= ρN(r)−β covN (H, ρ̂(r))≡ χ⋆,N(r), (75)

−T δSN
δVext(r)

= β covN (H, ρ̂(r))≡ TχT,N(r), (76)

where ρN(r) is the canonical density profile and covN (·, ·)
denotes the covariance (20) but build with canonical averages.

8
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As the decomposition (74) of the free energy does not con-
tain the term µ⟨N⟩, the local compressibility χµ(r) cannot be
defined as a corresponding functional derivative in the canon-
ical ensemble.

The form of the canonical covariances equations (75)
and (76) formally coincides with the grand canonical covari-
ance identities (29) and (40) for χ⋆(r) and χT(r), respect-
ively. However, as different ensemble averages are used in the
covariances in equations (76) and (13) for χT(r) and χT,N(r),
respectively, χT(r) and χT,N(r) are really distinct from each
other. The same holds analogously for χ⋆(r) and χ⋆,N(r),
and they are therefore also distinct quantities. This is contrary
to observables that are defined as simple averages, such as
the density profile ρ(r) = ⟨

∑
i δ(r− ri)⟩, since they generally

lose their ensemble-dependence in the thermodynamic limit.
We will investigate the ensemble differences of the fluctuation
profiles below in section 3.4.

Similar to section 2.6, one can proceed with a decomposi-
tion of χT,N(r) into

χT,N(r) =
1

kBT2

[
covN

(
u(rN), ρ̂(r)

)
+covN

(
N∑
i=1

Vext(r), ρ̂(r)

)]
.

(77)

In the canonical ensemble, integrals over χT,N(r) vanish
due toN being fixed, which can be proven by using the expres-
sion in equation (76),

ˆ
drχT,N(r) =

1
kBT2

ˆ
dr covN (H, ρ̂(r)) (78)

=
1

kBT2
covN

(
H,
ˆ

dr ρ̂(r)
)

(79)

=
1

kBT2
covN (H,N) (80)

=
N

kBT2
covN (H,1) = 0. (81)

This holds separately as well for the internal and external con-
tribution of χT(r), cf equation (71).

We note that in principle, one could still get the grand
canonical χT(r) from canonical data by taking the partial
derivative route in equation (14), which states that ρ(r) must
be derived with respect to T along constant µ. Practically,
this is hindered by the fact that the particle number N rather
than the chemical potential µ is controlled in the canonical
ensemble, thus requiring some measurement of µ [43].

3. Simulation results

3.1. Numerical methods

As we have shown in sections 2.2 and 2.3 on the basis of the
grand canonical ensemble, several possible techniques exist

to make the fluctuation profiles accessible in molecular sim-
ulations. We recall that one option is the explicit evaluation
of the parametric derivatives of the density profile ρ(r) via
finite difference versions of equations (11), (14) and (16). For
this, one must obtain ρ(r) for slightly different temperatures
T±∆T and chemical potentials µ±∆µ to yield an estim-
ate for the fluctuation profiles at a target thermodynamic state
point T,µ. This requires carrying out multiple distinct simu-
lations. Arguably more convenient are the correlator expres-
sions (25), (29) and (36), which enable the sampling of all
fluctuation profiles in a single molecular simulation at fixed
temperature T and fixed chemical potential µ.

Recall that the definition (13) of χT(r) contains thermal
quantities due to the appearance of the entropy operator Ŝ=
−kB lnΨ. We reemphasize that nevertheless χT(r) can be
reformulated in equilibrium via equation (40) as an expression
that avoids the explicit evaluation of the partition function or a
thermodynamic potential. The local thermal susceptibility can
thus be sampled in a straightforward manner similar to what is
possible for χµ(r) using only averages that are easily access-
ible in a standard simulation.

In the following, we present results of grand canonical
Monte Carlo simulations [11] both for fluids in bulk and in
planar confinement. We obtain the fluctuation profiles via the
correlator sampling scheme. Apart from the practical superior-
ity in this context, the correlator sampling method also leads
to reduced error propagation of compound expressions such
as χT(r)/χµ(r), which will become important below for hard
sphere systems. Nevertheless, we have verified consistency
with the partial derivative route.

We examine fluids confined by planar walls perpendicu-
lar to the x-direction and retain a planar geometry by impos-
ing periodic boundary conditions along the y- and z-axis. The
walls are modeled by an external potential Vext(x) for which
two common forms will be considered. We only give the
expressions of Vext(x) for the left wall at x= 0 in the following.

First, we consider the behavior at a planar hard wall as rep-
resented by the external potential

Vext(x) =

{
0 x> 0,

∞ x⩽ 0.
(82)

Second, a truncated and shifted Lennard–Jones potential is
imposed as a representative soft wall given by

Vext(x) =
εw
4

[(σx
x

)9
− 3
(σx
x

)3
−
(
σx
xc

)9

+ 3

(
σx
xc

)3
]
,

(83)

for x⩽ xc and Vext(x) = 0 for x> xc with cutoff distance xc,
energy scale εw and interaction length σx.

In the following, the influence of these external potentials
on the spatial structure of the fluctuation profiles is examined
for systems consisting of hard sphere, Gaussian and Lennard–
Jones particles. We remind the reader that we keep the full
temperature dependence of the thermal de Broglie wavelength
Λ = Λ(T).

9
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Figure 1. The three fluctuation profiles and the density profile for a
hard sphere bulk fluid in contact with a hard wall at µ=−5kBT.
Layering near the wall is observable in all three fluctuation profiles.
Local maxima and minima coincide approximately for all
fluctuation profiles, although small deviations can still be noticed.
Interestingly, while ρ(x)> 0 is composed of the three profiles,
χT(x), χµ(x) and χ⋆(x), each one of them does not have to be
strictly positive. Here, negative values of χT(x) and χµ(x) occur at
x≈ 0.5σ. Note that χµ(r) must be positive in bulk due to
equation (19).

3.2. Hard particles

Wefirst turn to the arguably simplest model of a confined fluid,
namely hard spheres of diameter σ confined by two parallel
planar hard walls. The distance between the walls is chosen
sufficiently large such that a mutual influence is negligible
and the simulation effectively serves as an approximation of
a bulk fluid in contact with a single hard wall. Figure 1 shows
the numerical results for all three fluctuation profiles obtained
from this simulation. The quantities χT(r) and χµ(r) show
strong oscillatory behaviour near the hard wall. They even
become negative around x≈ 0.5σ.

Although the strictly positive density profile ρ(r) is a lin-
ear combination of χT(r), χµ(r) and χ⋆(r), the fluctuation
profiles do not have to obey the constraint of positivity sep-
arately. For χµ(r), this stands in contrast to the behaviour of
the corresponding bulk value, which is necessarily positive,
as shown in section 2.2. Negative values can also be seen in
results by Evans and Stewart [14] for the local compressib-
ility χµ(r) in Lennard–Jones liquids near a solvophilic wall.
Our simulation results show that this effect does not require
attractive interactions—be they from internal or external con-
tributions. The sign change rather also occurs in an athermal
situation where only hard core repulsions exist.

For hard spheres, we have shown in section 2.5 that the
fluctuation ratio χT(r)/χµ(r) is a natural quantity to con-
sider, and that this ratio is expected to show markedly differ-
ent behavior depending on the type of the external potential.
In figure 2, this ratio is shown both for the case of a hard wall
as well as for a Lennard–Jones wall given by equation (83)
with σx = σ, xc = 2σ and εw = kBT. For the hard wall, the ratio
χT(r)/χµ(r) remains spatially constant and attains a value
consistent with equation (63). Conversely, in the case of the
soft Lennard–Jones wall the fluctuation ratio deviates from its
constant bulk value and shows oscillatory behavior.

Figure 2. The ratio χT(x)/χµ(x) for the hard sphere fluid in contact
with (a) a hard wall and (b) a Lennard–Jones wall is shown for
varying chemical potential µ/(kBT) =−8,−9,−10. While the
fluctuation ratio remains spatially constant in (a) and attains values
according to equation (63), it shows oscillatory behavior in (b). This
is due to equation (62), and shows that non-local effects of a soft
external potential can be observed in the fluctuation ratio.

In the vicinity of the wall, the value of the susceptibility
ratio increases and resembles the shape of the external poten-
tial, reproducing its minimum at x≈ 1σ. Especially for higher
packing fractions, i.e. for larger values of µ, oscillations that
reach a few hard sphere diameters into the bulk fluid can be
observed. This behaviour can be traced back to equation (62),
which shows that effects of the external potential are mediated
non-locally via H2(r,r ′) and contribute directly to the fluctu-
ation ratio.

3.3. Lennard–Jones and Gaussian particles

We next turn to the investigation of fluctuation profiles for soft
particles, where additional contributions to the Hamiltonian
due to a finite interparticle pair potential arise. As two proto-
typical microscopic models, we choose i) the Gaussian core
model as a purely repulsive particle type that smoothly inter-
polates from an ideal gas to strongly repulsive interactions and
ii) the Lennard–Jones fluid as a standard model fluid with both
repulsive and attractive contributionswhere the presence of the
later generates a liquid–vapor phase transition. In the follow-
ing, confinement of those fluid models by two parallel planar
hard walls is considered.

The local fluctuation profiles aremeans to probe the vicinity
of the thermodynamic state point, cf section 2.2. Therefore, it
is natural to investigate in detail the behavior upon changes in
T,µ in a grand canonical setting. Depending on the prevailing
bulk phase, the potential proximity to bulk and surface phase
transitions, and the influence of external potentials, markedly
different structure is thereby expected.

For simplicity, we keep the chemical potential µ fixed
and vary the temperature T across a suitable range. For the
Gaussian core model, this enables the analysis of the emer-
gence of structure in the fluctuation fields when gradually
decreasing T, as the influence of the interparticle poten-
tial barrier becomes increasingly dominant. The energy
scale of the Gaussian interparticle interaction potential

10
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Figure 3. Gaussian core model fluid confined between hard walls at
x= 0 and 12σ. The density profile ρ(x) (a), reduced density
χ⋆(x) (b), local compressibility χµ(x) (c), and local thermal
susceptibility χT(x) (d) are shown. The chemical potential µ= 0 is
fixed and the temperature range kBT/ε ∈ {0.1,0.3,0.6,1.0,1.5,2.5}
is considered. Arrows and the color gradient from blue to red
thereby indicate increasing temperature. The inset in (a) shows the
density profile for low temperatures in more detail, whereas the
insets in (b), (c) and (d) depict the respective fluctuation profiles
divided by the normalized density to illustrate structural variations
larger than the density.

is ε, the standard deviation is σ and the cutoff radius
is 3σ.

The results for temperatures ranging from kBT/ε= 0.1
to 2.5, and for fixed chemical potential µ= 0 are shown in
figure 3. All three fluctuation profiles are nearly featureless
for high temperature. Such behaviour is expected due to the
small influence of the interparticle interactions at high tem-
perature. For lower temperatures, the gradual formation of
oscillations can be seen. The observed structure of fluctuation
profiles for the Gaussian core model in this situation is—as
anticipated—similar to the structure observed e.g. in figure 1
for hard spheres.

Next, we consider the Lennard–Jones fluid with energy
scale ε, length scale σ and cutoff radius 2.5σ, and show res-
ults in figure 4. We proceed similarly to above and investigate
a temperature sweep from kBT/ε= 0.82 to 1.2. Within this
range, a liquid–vapor bulk phase transition occurs, the effects
of which are reflected clearly in the fluctuation profiles. While
the fluctuation profiles in the vapor phase show no signific-
ant structure, the sudden appearance of oscillations can be
observed when the system transitions to a liquid. Note that in
the density profile, apart from a global jump to larger values
due to the increased mean density, very little structural inform-
ation is revealed as ρ(r) remains rather smooth.

This discrepancy between an almost featureless density
profile and a dominant signal in the fluctuation profiles is espe-
cially obvious when surface effects are accounted for. For tem-
peratures just below the bulk liquid–vapor phase transition, a

Figure 4. Planar system of Lennard–Jones particles confined
between hard walls at x= 0 and 12σ. The density profile
ρ(x) (a), reduced density χ⋆(x) (b), local compressibility
χµ(x) (c), and local thermal susceptibility χT(x) (d) are shown for
fixed chemical potential µ=−11.5ε and varying temperature
kBT/ε ∈ {0.82,0.83,0.84,0.86,1.2}. Arrows and color gradient
from blue to red thereby represent increasing temperature. The
transition from vapor (dotted) to desorbing liquid (dash-dotted) to
adsorbing liquid (solid) can be observed, see appendix B for a
detailed account of the consequences that arise due to including the
full temperature dependence of the thermal wavelength Λ. Insets
show the respective fields for the vapor state.

desorbing fluid is observed, for which a density depletion is
visible near the wall. At even lower temperatures, the liquid
becomes adsorbing, i.e. the density increases in the vicinity
of the walls and shows oscillations. Especially for the desorb-
ing liquid, the fluctuation profiles attain values that are orders
of magnitude larger than in the middle of the box and display
oscillating behavior, while the density profile still has no signi-
ficant structural features. This phenomenon is known and well
studied for the local compressibility [14], and in accordance
with [21–23]. We verify here that such an indicative feature is
indeed universal to all fluctuation profiles.

A complete set of fluctuation profiles reveals information
about general variations of the thermodynamic state point
(i.e. not just for variations ofµ as in [14]). It is therefore natural
to consider—apart from the local compressibility—the full set
of fluctuation profiles to study phase transitions and criticality
in confined fluids. Thismight therefore be especially important
in situations where the considered system is particularly sens-
itive to changes in a specific thermodynamic variable. The con-
struction and measurement of the respective fluctuation profile
then enables a much more detailed investigation than the dens-
ity profile alone. We point the reader again to [21] for their
investigation of critical drying.

We note that we have identified the bulk behavior by con-
sidering the middle of the box. This assumption is based on the
local density approximation (LDA), i.e. the premise that loc-
ally, for sufficiently small spatial variation of Vext(r), the value
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Figure 5. Contact value χT,int(0
+) (red crosses) and mean internal

interaction energy per volume (orange pluses) in a Lennard–Jones
liquid (bottom), Lennard–Jones gas (middle) and Gaussian fluid
(top) as a function of system size. Linear fits to the data are included
as a guide to the eye. Results for the Lennard–Jones gas are scaled
up by a factor of 2000. Arrows on the left side indicate the mean
internal energy per volume in a completely periodic bulk system
with L= 25σ.

of a one-body field attains the value of the corresponding bulk
quantity. That this approximation holds for fluctuation profiles
is shown numerically in appendix D.

In section 2.6, we have proven that contact theorems cannot
only be derived for χµ(r) as already done in [14], but also for
the local thermal susceptibility χT(r). As a result, the contact
values of the constituent parts of χT(r) are intricately linked
to contributions to the global internal energy of the system.

In the following, we demonstrate the validity of the contact
theorem (70) numerically for the Lennard–Jones vapor and
liquid as well as for the Gaussian core model fluid. To elim-
inate finite size effects, we perform simulations for a range of
box sizes with fixed cross-section 6σ× 6σ but variable length
L and extrapolate σ/L→ 0 by fitting a linear function to the
contact values thus obtained. Additionally, bulk simulations
are conducted for comparison to the respective bulk value that
the theorem connects to the contact values. Due to the split-
ting of χT(r) according to equation (71) and the validity of the
contact theorem (66) for χµ(r), we focus here on the contact
theorem (73) for the only nontrivial contribution χT,int(0+).
The results are shown in figure 5, and it is evident that the
contact theorem (73) indeed holds in all considered cases.
Within numerical accuracy the contact valuesχT,int(0+) do not
change with the size of the simulation box, which means that
even for very small boxes one can estimate the total internal
energy of a bulk fluid very accurately.

3.4. Comparing canonical and grand canonical systems

As laid out in section 2.7, fluctuation profiles can be defined
canonically, analogous to the procedure based on the grand
canonical ensemble, by considering a splitting of the appropri-
ate thermodynamic potential.We demonstrated that, when tak-
ing the covariance route, this yields distinct quantities that dif-
fer from the grand canonical counterpart. Still, the canonical

profiles may share the same qualitative behaviour in character-
izing density variations as a response to changing the thermo-
dynamic state point and thus, e.g. indicate proximity to phase
transitions and critical phenomena.

Recall that it is still possible to obtain ensemble-invariant
fluctuation profiles by resorting to the partial derivative route,
cf equations (11) and (14), where one must then pay atten-
tion to the variables that shall be kept constant (which is
cumbersome, but technically possible, in ensembles where
those quantities are dependent variables). For the canon-
ical ensemble, apart from the reduced density χ⋆,N(r) the
thermal fluctuation profile χT,N(r) emerges from the split-
ting of the Helmholtz free energy FN = UN−TSN. Here we
focus on the Lennard–Jones system near liquid-vapor coex-
istence. The spatial coexistence is stabilized by a weak sinus-
oidal external potential in both the canonical and the grand
canonical case, separating the system into a liquid and a vapor
region.

In order to be able to compare fluctuation profiles of a
canonical and grand canonical system, we use the same inter-
action potential, impose the same temperature and match the
mean density of the grand canonical system to the canonical
density. In the case of small particle numbers where ensemble
differences are significant, it is generally not possible to obtain
the same density profile in both systems if the same external
potential is employed. However, in the thermodynamic limit,
ensemble differences in ρ(r) vanish, such that in the finite sim-
ulated systems we are able to achieve nearly the same dens-
ity profile in sufficiently large canonical and grand canonical
simulation domains. For approaches that relate canonical and
grand canonical DFT to each other, see [44–47].

We note that χT(r) in the grand canonical ensemble con-
sists of multiple contributions as shown in equation (71). A
similar splitting can be performed for the canonicalχT,N(r). To
facilitate a concise comparison, we show both the full thermal
susceptibility profiles χT,N(r) and χT(r) in the canonical and
grand canonical ensemble as well as only the constituent of
χT(r) that arises from contributions of the potential energy,
which we denote by χ̃T(r) in the following. Note that form-
ally, the correlator expressions for χT,N(r) and χ̃T(r) contain
the same terms and only differ in the form of the ensemble
average, cf equations (71) and (77). Figure 6 shows these pro-
files as well as the density in the phase-separated Lennard–
Jones systems.

As expected, the densities of the canonical and grand
canonical systems almost coincide. The local thermal suscept-
ibilities χT,N(r) and χT(r) on the other hand are very dif-
ferent, which manifests the anticipated ensemble difference.
Nevertheless, for both systems, we expect the extrema of the
local thermal susceptibility to occur in regions of substantial
particle fluctuation. This can be verified in figure 6, and show-
cases that observables defined by the formalism of section 2
are indeed capable of identifying such regions. We observe
a larger magnitude of the grand canonical thermal susceptib-
ility χT(r) as compared to the canonical χT,N(r), which can
be attributed to the variability of the particle number N in the
grand ensemble. Note that this also leads to an indirect effect
which results in larger fluctuations of the internal interaction

12



J. Phys.: Condens. Matter 35 (2023) 425102 T Eckert et al

Figure 6. Comparison of ρ(x) (black lines) and the thermal
susceptibility (blue lines) in canonical (dashed lines) and grand
canonical (solid lines) systems of Lennard–Jones particles with
liquid-vapor coexistence stabilized by a sinusoidal external potential
with a small amplitude of 0.2ε. We show the full canonical and
grand canonical profiles χT,N(x) and χT(x) as well as the
contribution χ̃T(x) in the grand canonical system that arises solely
due to potential energy contributions, see equation (71). Both
systems are simulated in a box of size 25× 6× 6σ3 at kBT= 0.85ε.
The chemical potential in the grand canonical system is set to
µ=−11.8ε, which we have taken as an empirical estimate for the
coexistence value at the specified temperature and which leads to a
stable liquid-vapor interface in the considered case. In the canonical
system, N= 401 is chosen to match the mean density of the grand
canonical system.

potential u(rN). To further interpret the results in the grand
canonical case, it is instructive to consider, say, a growth of
the liquid region, thereby shifting the location of the inter-
face and leading to an increase of the total particle number of
the system. As a result, more particles within the fluid phase
reside in the well of the pair potentials of their neighbors and
decrease the internal energy u(rN). Therefore, fluctuations in
the particle number are anti-correlated with the value of the
total internal energy and a significant negative peak forms in
χ̃T(r) in the vicinity of the interface. In the total profile χT(r),
this effect is counteracted by the additional terms proportional
to χµ(r), see equation (71). In the canonical case, fluctuations
in the particle number cannot occur, thus leading to a reduced
variation of u(rN). Nevertheless, the dominant scenario for
particles within the interface is the escape to the gas phase,
thereby increasing the potential energy of the system. Hence,
one observes a positive peak of χT,N(r) at the interface, which
is slightly shifted towards the gas phase. In total, while χT(r)
and χT,N(r) differ quantitatively, they are equally suitable for
localizing fluctuations that are consistent with the considered
ensemble. This information cannot be easily determined by
analyzing the density profile alone.

4. Conclusion and outlook

We have described different statistical mechanical approaches
to the derivation of a complete set of fluctuation profiles. For
the grand canonical ensemble, this set comprises the local

compressibility χµ(r), the local thermal susceptibility χT(r)
and the reduced density χ⋆(r).

The first way of defining these fields is based on the
Legendre structure of the thermodynamic potential as laid out
in section 2.2. A separate evaluation of functional derivat-
ives that emerge from the splitting equation (8) of Ω reveals
generator expressions for fluctuation profiles. We get those
definitions in the grand canonical ensemble by utilizing the
fundamental relation Ω= U−TS−µ⟨N⟩ of the grand poten-
tial, which yields the generator equations (10), (13) and (15)
for χµ(r), χT(r) and χ⋆(r), respectively. This constitutes a
formalism for the derivation of suitable fluctuation fields also
for the canonical ensemble in section 2.7, and it shows that
those fields—similar to the density profile ρ(r)—attain a fun-
damental status due to their connection to thermodynamics.

By an exchange of the order of functional and thermody-
namic parametric derivatives, we have constructed an equival-
ent definition of fluctuation profiles via the parametric deriv-
atives (11) and (14) of the density profile. This reveals an
intuitive interpretation of the fluctuation profiles as indicators
of local susceptibilities of the density upon changes in µ,T,
thereby probing the vicinity of the thermodynamic state point.
This route also provides a straightforward way of accessing
these fields from simulation data: by the evaluation of finite
differences of the density profile, obtained from multiple sim-
ulations close to the target thermodynamic state point, one is
able to obtain numerical results for χµ(r), χT(r) and χ⋆(r).

A simpler numerical alternative for the evaluation of fluc-
tuation profiles opens up when considering the third possible
definition based on covariances as in section 2.3. Explicit eval-
uation of the functional generators is possible (as the underly-
ing distribution function is known in equilibrium), and yields
equations (25), (29) and (40) as covariance expressions for
χµ(r), χ⋆(r) and χT(r), respectively. As all fields obtained
from such functional generator expression can be written as
covariances, their role as spatially localized measures of fluc-
tuations is again manifest. Also, the covariance route provides
a convenient way of numerically determining fluctuation pro-
files, as only a single simulation run at fixed thermodynamic
state point is needed.

Having multiple definitions of the fluctuation profiles at
hand, one can analytically evaluate them for the ideal gas,
as done in appendix C. From there, for arbitrarily interacting
systems, inhomogeneous Ornstein–Zernike equations were
derived in section 2.4 for the excess (i.e. over ideal) parts
of χµ(r) and χT(r), which are of simpler one-body type as
compared to the standard inhomogeneous OZ equation. If
appropriate closure relations could be found in future work,
one might get a feasible scheme for obtaining the inhomo-
geneous fluctuation profiles—akin to liquid integral equation
theory [13]—from these Ornstein–Zernike equations. A more
immediate application arises by considering the fluctuation
OZ equations as easily accessible sum rules, which could
prove to be useful in the development and verification of novel
numerical methods and machine learning techniques [48].

We specialized to the hard sphere model fluid in section 2.5
and derived contact theorems for the fluctuation profiles of flu-
ids in contact with a hard wall in section 2.6. The derivation
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of a contact theorem for the local compressibility χµ(r) has
been done in [14]; we complement this derivation with one
for the local chemical susceptibility χT(r). Thereby, a natural
splitting ofχT(r) into additive contributions inherited from the
Hamiltonian is found, and we show that hard wall contact the-
orems can be derived.

Next we turned to numerical investigation via grand canon-
ical Monte Carlo simulations. Our focus was on showcas-
ing fluctuation profiles for a range of different fluids in con-
finement, and to verify some of the predicted properties such
as the sensitivity to phase transitions and the contact theor-
ems. To prove the universal accessibility, we have considered
hard core, Gaussian core and Lennard–Jones model fluids as
three fundamentally different particle types. We discriminated
between the behavior found at hard walls and at soft walls of
Lennard–Jones type.

Especially for fluids undergoing phase transitions or show-
ing surface effects, we saw that fluctuation profiles provide
additional structural information that can hardly be revealed on
the basis of the density profile alone. The fluctuation profiles
are therefore suitable indicators of such phenomena. While
this has also been described in other works for the local com-
pressibility χµ(r), we emphasize that a complete set of fluctu-
ation profiles gives additional information of the vicinity of the
thermodynamic state point, and is therefore natural to consider
in its entirety. This might be especially important if the system
under consideration is predominantly affected by changes in
one specific thermodynamic variable.

Lastly, a numerical comparison of canonical and grand
canonical systems was given for a spatially phase-separated
Lennard–Jones fluid in section 3.4. While the relevant fluctu-
ation profiles do not coincide quantitatively as they carry an
intrinsic ensemble difference (cf section 2.7), their qualitative
behavior matches and can be deemed universal in that it loc-
alizes regions of large fluctuations (in the presented case the
liquid–vapor interface).

As an outlook on possible future work, we mention the
investigation of fluctuation profiles for more sophisticated
particle models and especially for water due to its crucial
role in nature. For the latter, a variety of atomistic [49] and
coarse-grained [50] interaction potentials exist, and one could
assess the resulting fluctuation profiles as an additional cri-
terion of their accuracy. We note that density fluctuations
near a curved hydrophobic solute have recently been invest-
igated for a monatomic water model [51] via the local com-
pressibility by Coe et al [21]. The generalization to nonequi-
librium interfacial thermodynamics (see e.g. [52, 53] for
recent work) is an open question for future work as is the
investigation of thermal Noether invariance [54–57] on local
fluctuations.

Additionally, in this work, we focused on the liquid gas
regime and refrained from considering the freezing trans-
ition, which occurs e.g. for the Gaussian core model both
into a bcc as well as an fcc crystal [58]. Still, the fluctuation
profiles could show intricate behavior in this case as well,
and may be considered as precursors of crystallization in the
future.
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Appendix A. Functional derivatives

In section 2.3, covariance forms of the fluctuation profiles
χµ(r), χT(r) and χ⋆(r) are derived by explicit evaluation of
the functional derivatives of ⟨N⟩, S and U with respect to
Vext(r) in equation (8). In this section, we evaluate recurring
terms that emerge within this derivation. First, we consider
the functional derivative of the Hamiltonian H as given in
equation (1) with respect to Vext(r), which yields the density
operator,

δH
δVext(r)

∣∣∣∣
T,µ

=
N∑
i=1

δ(ri− r) = ρ̂(r). (A1)

Next, we calculate the variation of the partition sum Ξ with
respect to Vext(r) where we use equation (A1) to obtain

δΞ

δVext(r)

∣∣∣∣
T,µ

=−βTrexp(−β (H−µN)) ρ̂(r)

=−βρ(r)Ξ,

(A2)

which gives a term proportional to the density profile ρ(r) =
Trρ̂(r)Ψ. Note that equation (A2) can also be obtained by
using equation (7). Finally, equation (A2) is used to differenti-
ate the Boltzmann distribution functionΨ, equation (2), which
yields

δΨ

δVext(r)

∣∣∣∣
T,µ

=−β [ρ̂(r)− ρ(r)]Ψ. (A3)

Appendix B. Temperature-dependence of thermal
wavelength

The explicit consideration of the temperature dependence of
the thermal wavelength Λ leads to a transformation of the
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Figure 7. We show how the µ-T coexistence curve of a truncated
and unshifted Lennard–Jones fluid (taken from reference [59])
transforms when including the temperature-dependence of the
thermal wavelength Λ(T). In panel (a), the original data for the
coexistence curve µ̄co(T) is reproduced up to the critical point (blue
circle) for the usual convention of setting Λ = σ. The
transformation (B3) is applied in panel (b), yielding the coexistence
curve µco(T) where the full temperature dependence Λ(T) is now
taken into account. This leads to an inversion of behavior when
increasing the temperature T at fixed chemical potential (in the
respective sense).

chemical potential as compared to the usual convention of
setting Λ = σ. This is due to a transformation of the activ-
ity exp(βµN) when evaluating the kinetic part of the grand
canonical average (4). Insertion of equations (2) and (3) yields

⟨A⟩=
∞∑
N=0

eβµN

N!ΛDN

ˆ
drN

e−βH

Ξ
A, (B1)

for phase space functions A
(
rN
)
that do not depend on the

momenta pN ; we recall the form Λ = h/
√
2πmkBT of the

thermal wavelength.
To identify the transformation law, we focus on the pre-

factor of the spatial integrals and observe

eβµN

ΛDN
= exp

(
βN

[
µ− kBTD ln

(
Λ

σ

)])
σ−DN. (B2)

Therefore, when settingΛ = σ, the logarithm vanishes and one
recovers the usual convention for measurements of the chem-
ical potential. On the other hand, taking the full temperature
dependence of Λ(T) into account leads to an additive term in
the chemical potential according to

µ= µ̄− kBTD ln

(
Λ(T)
σ

)
, (B3)

where we now identify µ̄ with the chemical potential in the
case Λ = σ.

This mere change in the convention of defining a chem-
ical potential leaves the physics unchanged but has ramific-
ations for the interpretation of results. In particular, when
considering the Lennard–Jones fluid in section 3, the liquid-
vapor coexistence curve assumes a different trend. We illus-
trate this in figure 7, where we show the coexistence curve of

the truncated (rc = 2.5σ) and unshifted Lennard–Jones fluid,
which we reproduced from reference [59]. The application of
the above transformation results in an inversion of the phase
transition when changing the temperature at constant chemical
potential in the respective convention. Although we consider
the shifted Lennard–Jones fluid in the main text, we expect
this qualitative trend to persist, hence clarifying the observed
behavior in figure 4.

Appendix C. Ideal gas

In a grand canonical ideal gas, the density profile is known
analytically,

ρ(r) = Λ−Dexp(−β(Vext(r)−µ)) . (C1)

Therefore, we can evaluate the derivatives with respect to T
and µ explicitly to obtain analytic expressions for the ideal
fluctuation profiles.

We start with the differentiation of ρ(r) with respect to µ
using equation (C1) and obtain straightforwardly:

χid
µ(r) =

∂ρ(r)
∂µ

∣∣∣∣
T

= βρ(r). (C2)

Hence, the ideal local compressibility is simply proportional
to the density profile.

To obtain an ideal expression χid
T (r), we proceed simil-

arly by differentiating equation (C1) with respect to T. Within
the following derivation, the temperature dependence of the
thermal wavelengthΛ = h/

√
2πmkBT is considered explicitly

via equation (51). This yields

χid
T (r) =

∂ρ(r)
∂T

∣∣∣∣
µ

(C3)

=
β

T

(
D
2
kBT+(Vext(r)−µ)

)
ρ(r) (C4)

=
1
T

(
D
2
− ln(ΛDρ(r))

)
ρ(r), (C5)

where we have used equation (C1) in the last step to express
χT(r) solely in terms of the density profile.

Using equation (16) and the ideal expressions (C2)
and (C5), we further derive the ideal reduced density

χid
⋆ (r) = ρ(r)−µχid

µ(r)−Tχid
T (r) (C6)

=−χid
µ(r)Vext(r)+

(
1− D

2

)
Λ−D

× exp

(
− χid

T (r)
kBχid

µ(r)
+
D
2

)
.

(C7)

To provide additional insight into equation (C7), we consider
its exponent

− χid
T (r)

kBχid
µ(r)

+
D
2
=−β(Vext(r)−µ), (C8)
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Figure 8. Local density approximation for χT(x) (blue squares,
solid line), and χµ(x) (green pluses, dashed line) in a bulk system
with external potential equation (D1). Lines depict inhomogeneous
simulation data while symbols are values obtained via LDA. We
show (a) a Lennard–Jones liquid in a system of size 12× 6× 6σ3 at
µ=−11ε and kBT= 0.9ε with α= 1ε, (b) a Lennard–Jones gas in
a system of size 25× 6× 6σ3 at µ=−12ε and kBT= 0.85ε with
α= 0.2ε, and (c) a Gaussian fluid in a system of size 25× 6× 6σ3

at µ=−4ε and kBT= 0.5ε with α= 0.2ε.

where we used equations (C2) and (C4). By comparison with
the ideal density equation (C1), we can write

ρ(r) = Λ−Dexp

(
− χid

T (r)
kBχid

µ(r)
+
D
2

)
, (C9)

and express the ideal density profile ρ(r) solely in terms
of χid

µ(r) and χid
T (r). This enables us to reformulate

equation (C7) as

χid
⋆ (r) = ρ(r)−

(
βVext(r)+

D
2

)
ρ(r). (C10)

Appendix D. Local density approximation

The local density approximation (LDA) is commonly used in
the theory of inhomogeneous liquids [13, 60, 61]. One can
qualitatively suppose that LDA is also a viable approxima-
tion for fluctuation profiles by comparison of the behavior
of bulk and confined systems. This is not clear a priori, as
the covariance expressions contain thermodynamic quantities
(e.g. S, N, U).

To carry out a quantitative comparison, we impose a mod-
ulated external potential

Vext(x) = αcos

(
2π x
L

)
, (D1)

in a bulk system of size L× 6σ× 6σ where α scales the amp-
litude of the modulation. We then compare the obtained pro-
files at position x with bulk systems that are simulated at the
same effective chemical potential. This procedure recovers a
bulk density equal to the value of the density profile in the
inhomogeneous system at position x. As we show, LDA is a
viable approximation for the fluctuation profiles as well.

In a very dilute Lennard–Jones gas (ρb ≈ 0.025σ−3) with
α= 0.2ε and L= 25σ shown in figure 8(b), values of bulk
systems coincide with the local values of the fluctuation pro-
files in the perturbed system. This can also be verified for a
Lennard-Jones liquid (ρb ≈ 0.78σ−3) in figure 8(a) and for a
dilute fluid of Gaussian particles (ρb ≈ 0.14σ−3) in figure 8(c).
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